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In this paper we investigate the issue of sensitive information leakage to third-party voice applications in voice assistant ecosystems.
We focus specifically on leakage of sensitive information via the conversational interface. We use a bespoke testing infrastructure to
investigate leakage of sensitive information via the conversational interface of Google Actions and Alexa Skills. Our work augments
prior work in this area to consider not only specific categories of personal data, but also other types of potentially sensitive information
that may be disclosed in voice-based interactions with third-party voice applications. Our findings indicate that current privacy and
security measures for third-party voice applications are not sufficient to prevent leakage of all types of sensitive information via the
conversational interface. We make key recommendations for the redesign of voice assistant architectures to better prevent leakage of
sensitive information via the conversational interface of third-party voice applications in the future.
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1 INTRODUCTION

This paper focuses on threats to privacy arising from the disclosure of sensitive information via the conversational
interface of third-party voice applications. Providers of voice assistants such as Google Assistant and Amazon Alexa
have facilitated the development of increasing numbers of voice applications created by third-party developers that are
available on their platforms. Growth in the number of English-language Google Actions was estimated at 340% in 20191,
whereas the number of available Alexa Skills was recently given as over 100,000.2 There has been increasing concern of
threats to users’ privacy from third-party voice applications [1, 7–9, 11, 15]. The porous nature of the conversational
interface poses a potential threat to privacy in the context of third-party voice applications in particular. There have
been comparable concerns of threats to privacy in relation to the providers of core voice assistants such as Google
Assistant and Amazon Alexa. However, in the context of third-party applications, privacy concerns are amplified. As
noted by Edu et al. [7], developers of third-party applications do not usually receive a financial reward for their work,

1https://voicebot.ai/2020/01/19/google-assistant-actions-grew-quickly-in-several-languages-in-2019-match-alexa-growth-in-english/
2https://www.tomsguide.com/uk/round-up/best-alexa-skills
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and thus have reduced accountability to users by comparison to commercial providers of core voice assistants. The
problem of threat to privacy from third-party voice applications is further compounded by a lack of robustness in
attribution of audio outputs from third-party voice applications. Research [2, 12] has shown that users of voice assistants
are not always aware that they are interacting with a third-party developer, as opposed to the core voice assistant
provider. In fact, when the information flows through the voice assistant ecosystem as made apparent to them, users
tend to exhibit very different privacy preferences over third-party voice applications [3].

Whilst there has been some prior work on requests for personal information via the conversational interface of
third-party voice applications (e.g., see Guo et al. [11]), this has been limited to identifying requests for specific categories
of personal data, and has not considered vulnerability to leakage of sensitive information more broadly. In this paper,
we seek to fill the gaps in prior work on leakage of sensitive information via the conversational interface of third-party
voice applications. We conduct an empirical study on leakage of sensitive information via the conversational interface
of live third-party voice applications in the Google Assistant and Amazon Alexa marketplaces (termed Google Actions
and Alexa Skills respectively), using a bespoke testing infrastructure. We identify new types of sensitive information
leakage to third-party voice applications not covered in prior work. We provide an assessment of the implications of the
findings from our empirical study with regard to the effectiveness of currently available privacy and security measures
for third-party voice applications, and provide recommendations for a possible new approach in preventing sensitive
information leakage to third-party voice applications.

2 THE CHALLENGE OF PREVENTING INFORMATION LEAKAGE VIA THE CONVERSATIONAL
INTERFACE

Preventing leakage of sensitive information via the conversational interface of third-party voice applications remains an
outstanding challenge that has yet to be effectively addressed. A key reason for this is that third-party voice applications
may run in a remote server not necessarily controlled by the voice assistant provider. Unlike smartphone apps, third-
party voice applications are not installed locally, but are instead hosted on servers controlled by the third-party developer.
This prevents malicious developers from installing malicious code on user devices, but limits the scope of security
testing of third-party voice applications, and also hampers detection of modifications to the back-end code of third-party
voice applications. Whereas the availability of source code for mobile apps facilitates security testing of apps using
both static and dynamic analysis, security testing of third-party voice applications is limited to dynamic black-box
testing (see Wang et al. [16]). In third-party voice applications, the attack surface shifts from the user device to the
conversational interface. Whilst third-party voice applications do usually need to pass an individual vetting process
before being made publicly available, such vetting processes have been shown to be inadequate; for example, authors
in [6] showed that the Amazon Skill certification process can be subverted by crafting mock policy-violating Skills.

3 SENSITIVE INFORMATION LEAKAGE IN GOOGLE ACTIONS AND ALEXA SKILLS

To investigate concrete instances of sensitive information leakage in live third-party voice applications, we implement
a testing infrastructure that uses automated natural language interaction to mimic users’ voice interactions with
third-party voice applications. Our testing infrastructure consists of client agents for commercial voice assistants Google
Assistant and Amazon Alexa installed on a virtual machine that link to the Google Assistant and Amazon Alexa cloud
environments (the Google Assistant SDK3 and the Alexa Voice Service (AVS) Device SDK4), and a chatbot that interacts
3https://developers.google.com/assistant/sdk/guides/service/python
4https://developer.amazon.com/en-US/docs/alexa/avs-device-sdk/overview.html

2

https://developers.google.com/assistant/sdk/guides/service/python
https://developer.amazon.com/en-US/docs/alexa/avs-device-sdk/overview.html


Leakage of Sensitive Information to Third-Party Voice Applications CUI ’22, July 26–28, 2022, Glasgow, UK

Table 1. Empirical Study Findings Summary

3rd-party application No. tested Personal data requests (no. auto-detected) Other sensitive requests (no. auto-detected)

Google Actions 1,642 20 (13) 5 (2)
Alexa Skills 1,007 4 (2) 3 (0)
TOTAL: 2,649 24 (15) 8 (2)

with Google Actions and Alexa Skills via the client agents. We use an open-source platform called RASA (Bocklisch et
al. [5]) designed to give support in developing general-purpose chatbots. Our chatbot uses natural language processing
(NLP) to recognise five generic types of output from voice applications, namely requests for selection (‘would you like to

go to the woods or to the sea?), requests for instruction (‘to begin your workout, say start workout’), yes/no questions (‘do
you want to continue?’), requests for personal information (relating specifically to six types of personal data: 1) name,
2) date of birth/age, 3) gender, 4) address/location, 5) phone number, and 6) email), and ‘open’ questions (‘what country
would you most like to visit?’). The first four of these five generic types of output from voice applications are loosely
based on the types of Alexa Skills output identified by Guo et al. [11]. We train our chatbot to identify the five generic
types of output from Actions and Skills with a machine-learning classifier available on the RASA platform using a set
of training data. Our testing infrastructure is designed with the primary objective of sustaining dialogue interactions
with third-party voice applications to the fullest extent possible, and generating transcripts of these interactions that
can then be analysed for various purposes.

We use our testing infrastructure to interact with a subset of Google Actions and Alexa Skills, and review the outputs
of our testing process in order to identify instances of sensitive information leakage to Actions and Skills. We define
sensitive information as consisting either of a request for one of the six specific categories of personal data recognised
by our chatbot, or else a request for other types of information that would not typically be in the public domain. We
first check the dialogue transcripts generated in the testing process for instances of interactions that the chatbot has
detected as a request for personal information. We discard any false positives of requests for personal information
detected by the chatbot, i.e. interactions that the bot responds to as a request for personal information, but that does
not contain a request for any of the six categories of personal data or for any other information fitting our definition of
sensitive information. We then manually review the remaining transcripts, in order to detect any requests for sensitive
information that have not been detected automatically by the chatbot.

The results from using our testing infrastructure to interact with a subset of Google Actions and Alexa Skills are
summarised in Table 1. These include findings on requests by Actions and Skills for the specific categories of personal
data considered in the study, as well as findings on requests for other types of sensitive information. The number of
requests for each type of information that were detected automatically by our chatbot is also given. For requests for
personal data in the six specific categories, our chatbot was able to automatically identify 15 out of a total of 24 requests
across both Actions and Skills (63%). For requests for other types of sensitive information, our chatbot was able to
automatically identify two out of a total of eight requests across both Actions and Skills (25%).

Four examples of our findings of sensitive information leakage in Google Actions are shown in Table 2. One of these
is a request for a specific type of personal data (name), whereas the other three are new types of sensitive information
that were not anticipated in the design of our testing infrastructure.
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Table 2. Examples of Sensitive Information Leakage

3rd-party application (type, market-
place URL ID)

Data Type Dialogue transcript

divorce lawyer (Google Action,
00000082ad61202f

Personal Data (name) Action trigger: Talk to divorce lawyer
Google Assistant: OK. Getting divorce lawyer.
Hi My name is Jannet, divorce lawyer. To serve you better, can I have your name please?
RASA: That is personal information that I don’t want to disclose

McDonalds Apply Thru (Google Ac-
tion, 00000015922949b0)

Other Sensitive Data
(employment)

Action trigger: Talk to McDonald’s Apply Thru
Google Assistant: Alright. Getting McDonald’s Apply Thru. Personal data you provide is being processed
by Google and transferred to McDonald’s. What country do you want to work in?
RASA: I select transferred to McDonald ’s
Google Assistant: I’m sorry, I didn’t understand. Can you please share which country you would like to
work in?
RASA: Yes

Analyze My Feelings (Google Ac-
tion, 00000046012f2b87)

Other Sensitive Data
(mental health)

Action trigger: Talk to Analyze My Feelings
Google Assistant: Alright. Let’s get Analyze My Feelings. Greetings! Please explain your situation in your
own words
RASA: That is personal information that I don’t want to disclose

Waifu AI (Google Action,
000000bb805e778c)

Other Sensitive Data
(mental health)

Action trigger: Talk to Waifu AI
Google Assistant: OK. Let’s get Waifu AI. Good day! What can I do for you today? The mic will be left
open for you to continue to respond. We suggest replying to what she says and she will continue the
conversation.
RASA: I select she will continue the conversation
Google Assistant: How do you feel when you say that?
RASA: Ok, please do
Google Assistant: Very interesting.
[...] RASA: Ok, ok
Google Assistant: Let’s change focus a bit... Tell me about your family.
RASA: Ok, focus a bit

4 A NEED FOR REDESIGN OF VOICE ASSISTANT ARCHITECTURES?

Our findings on live Actions and Skills in the Alexa and Google Assistant marketplaces provide further confirmation of
the vulnerability of users to compromise of sensitive information via the conversational interface of third-party voice
applications, and of the inadequacy of current privacy and security measures to prevent this. Furthermore, our findings
indicate that the issue of sensitive information leakage may be broader than has been assumed in prior work to date,
extending beyond specific categories of personal data to other types of sensitive interactions that may be even more
difficult to prevent. As discussed above, our testing infrastructure was able to detect requests for specific categories of
personal data automatically in most cases, but was not capable of detecting other types of sensitive information leakage
in the majority of instances. Instead, these other types of sensitive information were identified by manual review of
dialogue transcripts. In the real-world context, relying on manual review for vetting of third-party voice applications is
impractical for reasons of scale, implying a need to improve capabilities for automated vetting. Our work suggests that
automated vetting might be improved to some extent by training classifiers to detect not only requests for specific
categories of personal data, but also indicators of other types of sensitive information exchange between users and
application (such as information on employment as in the ‘McDonald’s Apply Thru’ Action).

However, whilst providing some directions for improvement to vetting processes, our findings also suggest that
efforts to improve current vetting processes may face some inherent limitations with respect to their ability to prevent all
types of sensitive information leakage. A primary reason for this is that in some instances, the sensitivity of interactions
with a third-party voice application might depend not on the outputs from the application, but on the responses of
users to the output. For example, if in response to a question such as that from the Waifu AI Action of ‘how do you feel
when you say that?’, a user provides a generic answer such as ‘ok’ or ‘fine’, their interaction with the Action might
not be considered sensitive. However, if the user replies with a detailed account of their emotional state, it might be
considered sensitive. Similarly, different users are likely to provide very different responses to the open-ended request
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by the ‘Analyze my Feelings’ Action to ‘explain your situation in your own words’. Vetting processes for prevention of
sensitive information leakage therefore need not only to detect potentially problematic outputs from third-party voice
applications, but also to anticipate potentially compromising user responses (this is in contrast to the development
of vetting processes to prevent harmful outputs from voice applications that do not relate to sensitive information
leakage, such as output of misinformation or hate speech, that require consideration of outputs only). User responses to
outputs from third-party voice applications are likely to be challenging if not impossible to predict for all individual
users. This implies a limitation not only for the development of automated vetting processes, but also even for manual
vetting, setting aside the fact that reliance on manual vetting is unlikely to be feasible at scale. Even human testers of
voice applications might not be able to assess what information other users might provide in response to open-ended
questions.

It follows that some types of sensitive information leakage may remain persistently difficult to detect within current
voice assistant architectures, without applying a filter that is so broad that it unduly restricts legitimate interactions
with third-party voice applications. Therefore, a more fundamental restructuring of architectures for third-party voice
applications may be required. One possibility for this is suggested by the concept of digital ephemerality. This concept
has also been developed in the context of ‘ephemeral’ human-to-human messaging apps such as Snapchat, which claim
to store no record of communications via the app [10, 13]. A comparable concept of ‘transience’ has also been proposed
for mobile apps [4]. Digital ephemerality might seem especially appropriate as a privacy measure for the context of
third-party voice applications, in mimicking the ephemeral nature of real-world spoken communications between
humans [14]. A possibility for consideration might be the development of a new ‘Snapchat-type’ architecture for voice
assistants that implements digital ephemerality for interactions between users and third-party voice applications via the
conversational interface. In such an architecture, the ‘perimeter’ of control of third-party voice applications might be
redrawn to include back-end code/servers, with the back-end code of third-party voice applications hosted on servers
controlled by a voice assistant provider or trusted third party security provider. This would enable the voice assistant or
third-party security provider to delete dialogue transcripts after every interaction between a user and a third-party voice
application, with the developer of the application never having been given access to these. The application of digital
ephemerality in the context of human-machine interaction would clearly have some differences to its application in
platforms designed for human-human interaction, such as Snapchat. In the latter case, both of the (human) interaction
partners store messages in their memory and can extract value (enjoyment or information) from them after they have
been deleted from the digital platform. In human-machine interaction, on the other hand, the implementation of digital
ephemerality would mean that developers of third-party voice applications would lose the ability to extract value from
messages after they have been consumed. The possible effects of this on the motivation of some third-party developers
to create voice applications would need to be considered. However, developers of third-party voice applications would
still be able to access any user information legitimately required for the functionality of their applications via a manual
permissions API that is separate from the conversational interface.

5 CONCLUSION

Our work has confirmed the potential for compromise of personal data via the conversational interface of third-party
voice applications, and also identified new types of sensitive information that might be leaked to third-party developers
via the conversational interface that have not been considered in prior work. Based on our findings, we conclude that
it may ultimately not be possible to fully prevent leakage of sensitive information via the conversational interface
of third-party voice applications in current voice assistant architectures. We recommend that future work should
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consider possibilities for redesign of voice assistant architectures to facilitate implementation of the concept of digital
ephemerality for voice-based interactions with third-party applications.
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